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ABSTRACT .

SiB2, the second-generation land-surface parameterization developed by Sellers et al., has been incorporated into
the Colorado State University general circulation model and tested in multidecade simulations. The control run uses
a ‘‘bucket’” hydrology but employs the same surface albedo and surface roughness distributions as the SiB2 run.

Results show that SiB2 leads to a general warming of the continents, as evidenced in the ground temperature,
surface air temperature, and boundary-layer-mean potential temperature. The surface sensible heat flux increases and
the latent heat flux decreases. This warming occurs virtually everywhere but is most spectacular over Siberia in winter.

Precipitation generally decreases over land but increases in the monsoon regions, especially the Amazon basin
in January and equatorial Africa and Southeast Asia in July. Evaporation decreases considerably, especially in
dry regions such as the Sahara. The excess of precipitation over evaporation increases in the monsoon regions.

The precipitable water (vertically integrated water vapor content) generally decreases over land but increases
in the monsoon regions. The mixing ratio of the boundary-layer air decreases over nearly all continental areas,
however, including the monsoon regions. The average (composite) maximum boundary-layer depth over the
diurnal cycle increases in the monsoon regions, as does the average PBL turbulence kinetic energy. The average
boundary-layer wind speed also increases over most continental regions.

Groundwater content generally increases in rainy regions and decreases in dry regions, so that SiB2 has a
tendency to increase its spatial variability. SiB2 leads to a general reduction of cloudiness over land. The net
surface longwave cooling of the surface increases quite dramatically over land, in accordance with the increased
surface temperatures and decreased cloudiness. The solar radiation absorbed at the ground also increases.

SiB2 has modest effects on the simulated general circulation of the atmosphere. Its most important impacts
on the model are to improve the simulations of surface temperature and snow cover and to enable the simulation
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of the net rate of terrestrial carbon assimilation.

1. Introduction

As reviewed by Sellers et al. (1996a, hereafter Part
I), the importance of land-surface processes for climate
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has been increasingly recognized by the global mod-
eling community over the past decade (e.g., Dickinson
1983; Mintz 1984; Sellers et al. 1986; Dickinson et al.
1986; see Garratt 1993 for a review ). Among the most
obvious motivations for including a realistic land-sur-
face parameterization in a climate model is the need to
realistically simulate the flow of moisture between the
soil and the atmosphere; this flow is controlled by
plants, which act as ‘‘solar-powered water pumps,’’ re-
moving moisture from the root-accessible layer of the
soil and allowing it to flow out through their stomates
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even as carbon dioxide flows in through the stomates
to be assimilated during photosynthesis. The rate at
which water vapor is lost through the stomates is, there-
fore, determined by the rate of carbon assimilation, which
in turn depends on available solar radiation, leaf area, soil
moisture, and above all on the biophysical mechanisms
through which the plants do photosynthesis.

This paper reports results of a project to incorporate
the Simple Biosphere Model (SiB) into the Colorado
State University (CSU) general circulation model
(GCM). Our project began in 1986 with an effort to cou-
ple the UCLA/GLA GCM, then in use at NASA’s God-
dard Space Flight Center, with the first version of SiB,
hereafter referred to as SiB1, which was described by
Sellers et al. (1986). Although the coupling itself went
smoothly, the results obtained were never very realistic
and were not published. Sato et al. (1989a) reported the
considerably more satisfactory results obtained in cou-
pling the first version of SiB with the National Center for
Environmental Prediction global spectral model, then in
use at the University of Maryland. We persevered despite
the initially discouraging results with the UCLA/GLA
GCM, and after eight years of effort we have finally pro-
duced what we consider to be interesting and successful
climate simulations with the second-generation version of
SiB, called SiB2 (described in Part I), which we have
coupled with the CSU GCM derived from the now-de-
funct UCLA/GLA GCM.

Part I of this series of papers fully describes the for-
mulation of SiB2. Part II (Sellers et al. 1996b) explains
how satellite data can be used with the model. The pur-
pose of the present paper, that is, Part I1I, is to describe
our climate simulation results in some detail. The re-
sults obtained with SiB2 are compared with observa-
tions and also with results of a control run in which the
GCM was coupled with a “ ‘bucket’” hydrology but with
the same distributions of surface albedo and surface
roughness as those used by SiB2. The differences be-
tween the two runs are therefore due to differences in
physical formulation and are not due to boundary con-
dition changes. Both runs are ten years long. This
makes the differences between them reliable and also
allows us to watch the adjustment of the SiB2 version
of the model towards its own climatology, including its
preferred distribution of soil moisture, which takes sev-
eral simulated years to become established.

2. Description of the model
a. The Colorado State University GCM

The CSU GCM is a child of the UCLA GCM, which
was developed at UCLA over a period of 20 years by
Arakawa and collaborators. A copy of the model was
brought to the Goddard Laboratory for Atmospheres in
1982, and from there to CSU in 1988. Many changes
have been made since the model left UCLA. The most
important of these are revised solar and terrestrial ra-
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diation parameterizations (Harshvardhan et al. 1987),
an improved parameterization of cumulus convection
(Randall and Pan 1993), and the new parameterization
of land-surface processes described in this paper. Ad-
ditional model development work is in progress.

Some recent results produced with the model are pre-
sented by Randall et al. (1985, 1989, 1991), Harsh-
vardhan et al. (1989), and Stephens et al. (1993).

The prognostic variables of the GCM are potential
temperature, the mixing ratio of water vapor, the hor-
izontal wind components, the surface pressure, the
planetary boundary-layer’s depth and turbulence ki-
netic energy, the ground temperature and snow depth
at land points, and the ice temperature at land- and sea-
ice points. The governing equations are finite-differ-
enced using highly conservative schemes (Arakawa
and Lamb 1977, 1981). Fourier filtering of the mass
flux and pressure gradient vectors is used to maintain
computational stability near the poles (Arakawa and
Lamb 1977).

A key feature of the GCM is its formulation in terms
of a modified sigma coordinate, in which the planetary
boundary-layer (PBL) top is a coordinate surface, and
the PBL itself is identified with the lowest model layer
(Suarez et al. 1983). The mass sources and sinks for
the PBL consist of large-scale convergence or diver-
gence, turbulent entrainment, and the cumulus mass
flux. Turbulent entrainment can be driven by positive
buoyancy fluxes or by shear of the mean wind in the
surface layer or at the PBL top.

The cumulus mass flux and the warming and drying
of the free atmosphere due to cumulus convection are
determined through the cumulus parameterization of
Arakawa and Schubert (1974; see also Lord et al.
1982), as modified by Randall and Pan (1993). Quasi
equilibrium of the cloud work function is closely ap-
proximated through the use of a prognostic cumulus
kinetic energy. The ice phase is taken into account in
the cumulus parameterization, although it is not in-
cluded in the large-scale saturation parameterization
(but see Fowler et al. 1995). Rain falling through un-
saturated grid boxes is allowed to evaporate if it orig-
inates through large-scale saturation at an upper level,
but not if it originates in cumulus towers. Cumulus fric-
tion is taken into account, assuming momentum con-
servation in the convective updrafts. The effects of con-
vective downdrafts are not currently included.

The Arakawa—Schubert parameterization currently
applies only to clouds that draw their mass from the
PBL. There are, of course, moist convective motions
that originate above the PBL. These are parameterized
through a conventional moist convective adjustment,
although work is currently under way to remedy this
through generalization of the Arakawa—Schubert pa-
rameterization to allow clouds to originate at any level.

The radiation parameterization of the model is that
of Harshvardhan et al. (1987). The terrestrial radiation
parameterization includes cooling due to water vapor,
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TAELE 1. List of the discrete biomes defined for use with SiB2.
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TaBLE 2. Time-independent biome parameters, their units,
and their range (if limited).

Biome
number Biome name Time-independent biome parameters  Units Range
1 Broadleaf evergreen trees leaf-angle distribution —1 for vertical,
2 Tall vegetation: Broadleaf deciduous trees 0 for spherical,
3 Tall vegetation: Broadleaf and needleleaf trees 1 for horizontal
4 Tall vegetation: Needleleaf-evergreen trees local slope angle 0-1
5 Tall vegetation: Needleleaf-deciduous trees leaf reflectance 0-1
6 Short vegetation/C4 grassland leaf transmission 0-1
7 Short vegetation: Broadleaf shrubs with bare soil  stomatal resistance parameters
8 Short vegetation: Dwarf trees/shrubs optimum temperature for
9 Agriculture/C3 grassland photosynthesis K
lowest temperature for photosynthesis K
vapor pressure deficit reduction term
for photosynthesis
critical leaf-water potential 1 m
carbon dioxide, and ozone. The solar radiation param- ~ critical leafwater potential 2 m
eterization includes Rayleigh scattering and absorption :gofréz;fsls ance m
by water vapor and ozone and simulates both the di-  ypper temperature for photosynthesis K
urnal and seasonal cycles. A complete (solar and ter- maximum root length m™?
restrial) radiation calculation is done once per simu- root resistance s
lated hour in order to resolve adequately the diurnal OOt cross sectional area m
le and the effects of transient cloudiness. A zonally o Suriace reflectance 0-1
Cycle an vLS DL AR - : Y soil moisture potential at saturation m
uniform ozone distribution is prescrlbed as a function  soil porosity 0-1
of latitude and height. depth of the soil layers m

Cloudiness can occur in any GCM layer and can be
associated with large-scale saturation, PBL stratocu-
mulus clouds, or the anvils of deep cumuli. For sim-
plicity, when and where largescale saturation cloudi-
ness occurs, it is assumed to fill an entire grid box; no
parameterization of subgrid fractional cloudiness is at-
tempted. Anvil cloud amount is assumed to be propor-
tional to the cumulus mass flux and is prescribed to be
independent of height from 500 mb to the highest level
reached by the convection. The constant of proportion-
ality is chosen to make the global albedo 0.3. The op-
tical properties assigned to the clouds are described by
Harshvardhan et al. (1989).

Stratocumulus clouds are assumed to be present in
the PBL whenever the temperature and mixing ratio at
the PBL top (as determined by a mixed-layer assump-
tion) correspond to supersaturation, provided that
cloud-top entrainment stability does not occur. The
presence of the stratocumulus clouds is felt through
both the radiation and entrainment parameterizations.
The latter takes into account the generation of turbu-
lence kinetic energy through increased buoyancy fluxes
associated with phase changes and highly concentrated
cloud-top radiative cooling (Randall 1980, 1984). As
a result of these cloud-enhanced buoyancy fluxes, the
presence of a stratocumulus layer in the PBL tends to
favor more rapid entrainment and, therefore, a deeper
PBL. A very simple parameterization of cloud-top en-
trainment stability is included.

It is important to note that the cloud mlcrophysws
parameterization developed by Fowler et al. (1995) be-
cause the CSU GCM has not been used in the runs
described here. The reason is that SiB2 and the micro-
physics parameterization have been under development

soil hydraulic conductivity at saturation ms™'

soil hydraulic parameters

simultaneously and in parallel and were tested at ap-
proximately the same time. We chose to test them sep-
arately, of course. We fully intend to use them together
in the future.

The versions of the GCM used in this study do not
include a gravity-wave drag parameterization, although
one is being tested as this is written.

The prescribed boundary conditions of the GCM in-
clude realistic topography and the observed climato-
logical seasonally varying global distributions of sea
surface temperature and sea ice thickness. The surface
albedo of the ocean is zenith-angle dependent. We also

TABLE 3. Seasonally varying biome parameters, their units,
and their range of values (if limited).

Seasonally varying

biome parameters Units Range

leaf-area index

leaf greenness

canopy height

canopy base

vegetation cover fraction

surface roughness m

zero plane displacement m

leaf bulk boundary-layer
resistance coefficient

canopy resistance
coefficient

root length

38

(m Q’—l)—lll
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July

FIG. 2. Maps of surface air temperature differences between SiB2 and the control and between the control and the observations
of Legates and Willmott (1990a) for January and July. Positive values are hatched. The contour interval is 2 K.

prescribe the soil characteristics and the seasonally
varying morphological and physiological parameters
for the land-surface vegetation, as described in the sec-
tion 2d.

b. SiB2

The formulation of SiB2 is described in detail in Part
I. In brief, it is based on a single vegetation canopy
layer overlying a three-layer soil model. It makes use
of a biophysically realistic description of stomatal re-
sistance that is directly coupled to a photosynthesis
model. Precipitation can be intercepted by the canopy
before reaching the soil. A parameterization of patchy
snow is also included. As an interesting diagnostic with
important future applications, the model determines the
rate at which carbon is incorporated into the vegetation
through photosynthesis, that is, the gross primary pro-
ductivity (GPP).

The introduction of SiB2 has led to many changes
in the GCM, relative to the ‘‘control’’ version of the
model. A summary of these differences is as follows.

(i) SiB2 introduces a deep soil temperature as well
as a surface soil temperature. The control model has a
single soil temperature. The heat capacity associated
with the deep soil temperature is large enough to rep-

resent the storage of heat on annual timescales. The
heat capacity associated with the surface soil temper-
ature is appropriate to represent the diurnal cycle. This
idea can be traced to the work of Deardorff (1977).

(i) SiB2 introduces three ground wetnesses, rep-
resenting water that is below the surface of the soil.

(iii) SiB2 introduces two surface moisture stores,
representing moisture that is sitting on top of the soil
(as in puddles after a precipitation event) and on the
canopy (as in leaves wetted by rain or dew), respec-
tively. The control model has only one ground wetness
and no surface stores other than snow.

(iv) The moisture storage capacity of the soil in the
control run is 15 cm everywhere, while in the SiB2 run
it varies geographically and is generally much larger
than 15 cm.

(v) SiB2 introduces a stomatal resistance that limits
the evapotranspiration, that is, restricts the flow of
moisture from the soil to the atmosphere. The control
version of the model uses a ‘‘bucket’” hydrology with
a simple exponential dependence of soil moisture avail-
ability on the amount of soil moisture present relative
to field capacity. As discussed in Part I, the stomatal
resistance is prognosed, mainly for computational con-
venience.

(vi) SiB2 introduces a ‘‘patchy snow’’ parameter-
ization that allows the surface albedo to gradually

3
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F1G. 3. Time series of the globally averaged land surface temper-
ature (i.e., ocean surface temperatures are not included). The results
are based on monthly means for all 120 months of both the SiB2 run
and the control.

change from that of bare ground to that of snow as the
snow depth increases. The control version of the model
assumes uniform snow cover whenever snow is pres-
ent, no matter how small the amount.

¢. Coupling of SiB2 with the GCM

The time-differencing scheme of the GCM is quite
complicated because of the many diverse processes that
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must be represented. In broad terms, the ‘‘dynamics’’
is integrated with a relatively short time step, nominally
7.5 minutes for the ‘‘medium-resolution’” model dis-
cussed later, while the ‘‘physics’’ is integrated with a
longer time step, nominally one hour for all versions
of the model. The surface fluxes are computed with a
partially implicit scheme similar to that described by
Sato et al. (1989a); until recently, the longer physics
time step was used for this purpose. During the imple-
mentation of SiB2 in the GCM, however, we decided
to implement the surface fluxes on the shorter dynamics
time step. There are two reasons: first, the strong di-
urnal cycle of the surface fluxes over land argues
against a 1-h time step from the point of view of nu-
merical accuracy; second, the strong dependence of the
surface transfer coefficients on the near-surface static
stability introduces a strong nonlinearity into the sur-
face flux parameterization that can cause wild oscilla-
tions if a longer time step is used (e.g., Kalnay and
Kanamitsu 1986). Not surprisingly, the numerical so-
lution is considerably better behaved with the shorter
time step.

The numerical methods outlined above were intro-
duced in the process of incorporating SiB2 into the
GCM, but the same methods were used in both the SiB
runs and the control runs described later in this paper.

d. Land-surface boundary condition datasets

Table 1 lists the nine discrete biomes defined in
SiB2. Part II gives a map showing the prescribed geo-
graphical distribution of biomes. The data were origi-
nally compiled at a resolution of 1° of latitude by 1° of
longitude. They were subsequently averaged onto
coarser grids for use in the model. The runs discussed
in this paper used a horizontal grid with cells 4° of
latitude by 5° of longitude. Numerous parameters are
associated with each biome and are geographically dis-
tributed according to the distribution of biomes via
look-up tables (see Part I1). The time-independent bi-
ome parameters are listed in Table 2, while the season-
ally varying biome parameters are listed in Table 3.

TABLE 4. A list of the SiB2 soil types and associated parameters.

Soil
moisture Cosine
potential Soil potential Hydraulic conductivity Soil of mean
Soil type factor at saturation (m) at saturation (m s™?) Porosity slope Description

1 4.05 —0.04 1.76 X 10™* 0.40 0.1736 sand
2 4.90 -0.07 3.5x10°° 0.44 0.1736 sandy loam
3 5.39 —0.15 7.0 X 107¢ 0.45 0.1736 loam
4 7.12 —-0.12 6.3 x 10°° 0.42 0.1736 clay loam
5 8.52 —-0.36 ' 2.5%10°¢ 0.48 0.1736 clay
6 4.05 -0.04 1.76 X 10™* 0.40 0.1736 ice (assigned sand)
7 5.39 -0.15 7.0 X 107¢ 0.45 0.1736 organic (assigned

loam)
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TABLE 5. Ten-year averages of the differences between the SiB2 run and the control.
(a) January (b) July
Field Land Ocean Global Land Ocean Global

Precipitation (mm day ') -0.3419 —0.2687 —0.2905 —0.9769 -0.2687 —0.4677
Evaporation (mm day™") —0.8620 —0.0491 —-0.2938 —1.3241 —0.0944 —0.4646
P — E (mm day™") 0.5209 -0.2195 0.0033 0.3471 —0.1539 —0.0031
Precipitable water (mm) —0.9075 —0.5025 —0.6248 —0.8220 —0.1365 —0.3429
Net surface shortwave radiation

SW) (W m™) 9.7480 1.74132 4.1517 24.3918 1.0282 8.0620
Net surface LW (W m™2) 18.7572 1.4270 6.6444 26.2324 0.3949 8.1734
Sensible heat flux (W m™?) 23.1548 —1.4935 5.9269 38.9356 ~1.1036 10.9504
Latent heat flux (W m™?) —~25.1426 —1.4342 —8.5718 —38.6208 —2.7559 —13.5533
Net surface energy flux (W m™?%) —7.0214 3.2421 0.1522 —2.1552 4.4929 24914
Clear-sky net surface SW (W m™2) —0.3279 —0.8600 —-0.6998 1.0243 —1.1426 —0.4902
Surface albedo (%) —1.3143 0.4256 —0.0995 —0.6924 0.7137 0.4672
Clear-sky sfc albedo (%) —0.8760 0.4151 0.0253 —0.1416 0.4151 0.0253
Total cloudiness (%) ~4.4467 —~0.8479 -1.9314 -6.7676 -0.3902 ~2.3102
PBL depth (mb) 12.3161 —2.9490 1.6458 11.2141 —2.9490 0.6225
Maximum PBL depth (mb) 14.5692 —1.6422 3.2383 13.9028 —5.4090 0.4049
PBL wind speed (m s™") 0.4043 ~0.0900 0.0587 0.4276 0.0509 0.1643
Turbulence kinetic energy

(m™s72 X 107 3.5472 —0.5850 0.6590 5.4708 —0.0781 1.5924
PBL mixing ratio (g kg™") —0.8781 0.0076 —0.2590 —1.2216 0.1180 —0.2852
Surface mixing ratio (g kg™") —0.8757 0.0075 —0.2583 —1.2174 0.1174 —0.2844
PBL potential temperature (K) 4.7064 0.0383 1.4436 4.2853 0.0580 1.3307
Surface air temperature (K) 4.5085 0.0867 1.4179 4.0731 0.0991 1.2955
Ground temperature (K) 48118 —0.0031 1.4464 4.1780 —0.0063 1.2622
Snow on ground (mm) —15.2451 n/a —4.5896 —16.0754 n/a —4.8396
Soil moisture (gw1, gw2 only)

(mmy) —46.0534 n/a —46.0534 —9.4324 n/a -9.4324

The soil types, soil reflectances, and seasonally vary-
ing Normalized Difference Vegetation index (NDVI)
are also prescribed from observations using methods
discussed in Part II. These maps are given in Part II
and will not be repeated here. Table 4 lists the param-
eters associated with each soil type and gives their as-
signed values. From the NDVI and the biome we de-
termine the fraction of photosynthetically active radi-
ation absorbed by the green canopy, or FPAR, by
methods explained in Part II. Maps of the global dis-
tribution of the FPAR are also shown in Part II. The
seasonal change in FPAR over the Northern Hemi-
sphere continents is quite spectacular.

Figure 1 shows the field capacity, that is, the capacity
of the soil to hold moisture, for the top two soil layers
only with SiB2 and for the single-layer ‘‘bucket’” used
in the control run described later. With SiB2, the upper
two are those whose moisture is directly available for
surface evaporation. An important point is that the field
capacity prescribed for use with SiB2, which is based
on root depths and soil porosities, is much larger than
the uniform 15 cm used with the bucket model. Using
a version of the GFDL (Geophysical Fluid Dynamics
Laboratory) GCM with a bucket model, Milly and
Dunne (1994) showed strong sensitivity of the global
hydrologic cycle to the water-holding capacity of the
land, such that increased holding capacity led to more
evaporation from the continents and less runoff.

Also shown in Fig. 1 is the heat capacity of the soil.
For the control run described later, this is the heat ca-
pacity of the single soil layer considered. For SiB2, it
is the heat capacity of the deeper soil layer (see Part
I). The heat capacity of the upper soil layer in SiB2 is
roughly the same as the total soil heat capacity in the
control. In both versions of the model, the capacity of
the soil depends on the soil moisture content. To make
the plots shown in Fig. 1, we have used annual mean
soil moistures from the control run and the SiB2 run
presented later. Note that the heat capacity of the soil
is much larger in the SiB2 run than in the control; the
color scales used in the two maps are different. This
has important consequences for winter temperatures, as
will be discussed later.

The surface roughness datasets used are shown in
Part II. This roughness is associated with vegetation
only; orographic roughness is not included since it can
be incorporated through a gravity wave drag parame-
terization. The seasonal change of the vegetative
roughness of the Northern Hemisphere continents is
quite noticeable.

To compute the surface albedo, we use the soil re-
flectance, the leaf-area index, and the biome type, as
explained in Part II.

The surface albedo and surface roughness datasets
used in the SiB2 simulations described in this paper are
the same as those used in the control, that is, exactly
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FIG. 4. Maps of surface air mixing ratio differences between SiB2 and the control and between the control and the ECMWF
observations for January and July. Positive values are hatched. The contour interval is 1 g kg™'.

the same methods are used to determine these quantities
in both runs. This means that the differences between
the two runs are due to the different physical parame-
terizations used and not due to differences in the input
data.

3. A brief discussion of the problems encountered
with SiB1

As discussed above, results obtained with SiB1 in
the UCLA/GLA model were never published because
of problems that were encountered. Specifically, when
run with SiB1 the hydrological cycle of the simulated
land surface essentially ground to a halt. The ground
dried out over a period of a simulated year or two, and
the simulated continental evaporation and precipitation
rates decreased to values much less than those ob-
served. This catastrophe did not occur when the same
GCM was run with a more conventional ‘‘bucket
model’’ hydrology.

The cause of the problem was determined to be ex-
cessive stomatal closure in response to environmental
stresses. We have accordingly named the phenomenon
‘‘stomatal suicide.”” Although our experiences with
stomatal suicide in the GCM were neither realistic nor
pleasant, we believe that the problem we encountered
represents an exaggeration of a real phenomenon that

needs to be understood and appreciated. One goal in
the design of SiB2 was the elimination of stomatal sui-
cide. We succeeded in achieving this goal.

When the PBL is warm and dry, the vegetation
responds by increasing its stomatal resistance, thus
limiting the rate of evapotranspiration. This is an ad-
aptation that allows the plants to conserve scarce
moisture. As the evapotranspiration decreases, the
PBL tends to become warmer and drier, thus favoring
a further increase in stomatal resistance and a further
decrease in evapotranspiration. This is a positive
feedback loop. If the stomatal resistance is permitted
to increase to infinity, essentially cutting off all
evapotranspiration, the surface temperatures can in-
crease and the ambient moisture can decrease to the
point that the vegetation would be killed over a pe-
riod of time. In this unrealistic limit, the ‘‘adaptive
response’’ of shutting down evapotranspiration in-
advertently leads to death. In reality, of course, there
is an upper limit to the stomatal resistance and a cor-
responding lower limit to the evapotranspiration,
such that the plants can survive episodes of warm,
dry weather. This phenomenon seems to have been
particularly evident in the UCLA/GLA GCM imple-
mentation, probably because of the direct contact
permitted between the canopy and the atmospheric
conditions within a deep, well-mixed boundary-layer
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FiG. 5. Maps of surface sensible heat flux (top two panels) and latent heat flux (bottom two panels) differences between SiB2
’ and the control, January and July. The contour interval is 10 W m™2.

model. In the implementation described by Sato et
al. (1989a), the PBL was represented by up to six of
the lowest layers of the atmospheric model; these lay-
ers were usually not well mixed. As a result, the sto-
matal suicide effects, while occasionally observed in
the Sato et al. (1989a) implementation, were never
very harsh. As discussed in Part I, SiB2 includes a
more realistic parameterization of stomatal closure in
response to temperature and moisture stress.

4. Results and comparison with a control run and
with observations

a. Experiment design

Two 10-yr simulations were made with a grid spacing
of 4° of latitude by 5° of longitude with 17 layers. These
simulations were identical except that one used SiB2 to
represent the biophysics of the land surface (the ‘‘ex-
periment’’ ), while the other used a ‘‘bucket hydrology’’
model (the ‘‘control’’). In particular, as mentioned ear-
lier, the control run used the same surface albedo and
surface roughness datasets as the experiment.

The atmospheric variables of the SiB2 run were ini-
tialized using a 1 October restart from a previous model

run without SiB2. For SiB2 run, the canopy water stor-
age was initialized everywhere to zero, and the stomatal
conductance was initialized to 0.01 s m™!. The two
ground temperatures were both set equal to the single
ground temperature obtained in an earlier run of the
model without SiB2.

The three soil moisture components were initialized
from the soil moisture data (Y. Mintz 1983, personal
communication) using a procedure incorporating SiB2
and NDVI data as follows. The SiB2 biome-dependent
parameters soil depth, soil porosity, soil moisture po-
tential factor, soil potential at saturation, leaf potential,
and vegetation cover fraction were used to transform
the one-layer Mintz and Serafini soil wetness fraction
into an equivalent SiB2 soil moisture value using a pro-
cedure outline by Sato et al. (1989b, appendix D). The
basis for the method is simple. A grid square is assumed
to be saturated at time ¢ = 0, and thereafter exposed to
an evaporative demand. A look-up table of drying times
and soil moisture contents is then generated, which al-
lows us to translate the Mintz—Serafini values into
SiB2 values on the basis of equal drying times. For
simplicity, we assumed that the initial soil moisture
concentration was vertically uniform. The initial frac-
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FiG. 6. Maps of January and July differences between SiB2 and the control for (a) solar radiation absorbed by the surface; (b) net surface
longwave radiation; and (c) total cloudiness. The contour interval is 10 W m™? for the radiation fluxes and 3% for the cloudiness.

tion of photosynthetically active radiation (FPAR)
value for the grid square was used to impose a lower
limit on the initial soil moisture where the presence of
vegetation, as observed by satellite, indicates that there
is more soil moisture than the Mintz—Serafini data
would suggest. This limit takes the form W > 0.5
X FPAR + 0.1.

The test of SiB2 was run from 1 October to 15 De-
cember using climatological sea surface temperatures
(SSTs) and ice cover, and from 15 December to 15
January using SSTs linearly interpolated between the

December climatology and January 1979 data. The run
continued for ten years through December 1988 using
real SST and ice cover data. Here climatology is de-
fined as the 1979 through 1988 10-yr mean. The SST
and ice-cover boundary conditions were created from
a 2.5 X 2.5 degree resolution dataset for 1979—1988,
as compiled for the Atmospheric Model Intercompar-
ison Project (AMIP; Gates 1992).

The control run was initialized using a restart record
from 1 December of the experiment. The soil moisture
was initialized from a 1 December restart from the end
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FIG. 7. Maps of the snow mass, expressed as millimeters of liquid water equivalent on the ground
(or equivalently as kg m™2), for experiment, control, and difference for January and July.

of a prior 10-yr simulation without SiB2, so as to be
reasonably well adjusted..

b. The effects of SiB2 on the simulated climate

Figure 2 shows maps of surface air temperature
differences between SiB2 and the control and be-
tween the control and the observations of Legates and
Willmott (1990a) for Januvary and July. For both
model runs, we used the temperature corresponding

to the potential temperature of the mixed layer eval-
uated at the surface pressure. Since potential tem-
perature tends to increase upward in the boundary
layer, this method may tend to give overestimates of
the surface air temperature. The simulated averages
were computed by sampling every hour so that the
diurnal cycle is very well resolved. A more revealing
comparison might involve daily maximum and min-
imum temperatures, but unfortunately the necessary
data was not saved in the simulations.
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FIG. 8. Time series of the globally averaged snow mass for the
SiB2 run and the control (units are mm of water, which is equivalent
to kg m™?).

The control is generally colder than observed over
the continents. SiB2 leads to a general and fairly dra-
matic warming of the surface air temperature over the
continents relative to the control. The ground temper-
ature and PBL potential temperature undergo similar
increases (not shown). In fact, the map of the differ-
ences in surface air temperature between the SiB2 run
and the control run looks quite similar to the map of
the errors in the control run relative to the observations.
In many parts of the world, the warming in the SiB2
run results from the increased sensible heat flux and the
decreased latent heat flux; those fields are discussed
below in connection with Fig. 5. An example is the
Sahara. The bucket model of the control run makes the
evapotranspiration equal to a prescribed monotonically
increasing function of soil wetness as a fraction of the
field capacity multiplied by the potential evapotranspi-
ration. The potential evapotranspiration of course in-
creases exponentially with the ground temperature. In
very hot places like the Sahara, the bucket model can
predict substantial evapotranspiration even when the

A
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soil is very dry. For this reason, the bucket model tends
to overpredict the evapotranspiration in desert regions.
SiB2, with its biophysically based parameterization of
evapotranspiration, does not suffer from this problem,
and so it produces much weaker and more realistic
evapotranspiration rates over the deserts.

Figure 3 shows a time series of the simulated land
surface temperature for both runs. The SiB2 run shows
a slow warming trend of about one degree over the ten
simulated years. Table 5 gives global means of the sur-
face air temperature and many other quantities for land,
ocean, and total, for both the experiment and control.

Figure 4 shows maps of surface air mixing ratio dif-
ferences between SiB2 and the control and between the
control and the 1987 ECMWF analyses for January and
July. The SiB2 run is considerably drier than the con-
trol over land, particularly over deserts, but also in
other regions such as central North America and the
Amazon basin in July. The mixed-layer mixing ratio
would normally be somewhat smaller than the surface
air mixing ratio. In many places (e.g., the Sahara) SiB2
corrects the excessive humidity of the control. On the
other hand, there are some places in which the control
is already too dry (e.g., eastern North America) and
SiB2 exacerbates the problem.

Figure 5 shows the simulated surface sensible and
latent heat flux differences between the SiB2 run and
the control. The surface sensible heat flux increases in
the experiment, relative to the control, and the surface
latent heat flux correspondingly decreases. These
changes in the sensible and latent heat fluxes are per-
haps the most obvious and expected effects from the
introduction of a parameterization of the biophysics of
the land surface. They are consistent with the increase
in the surface air temperature and the decrease in the
surface mixing ratio if we interpret the change in each
Sflux as causing the change in the corresponding mean-
state variable, rather than vice versa. It is interesting
and well worth noting that the change in the flux drives
the change in the mean state, rather than the reverse.
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FIG. 9. Maps of net surface energy flux difference between SiB2 and the control for January and July. The contour interval is 20 W m™2.
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FiG. 10. Maps of the total precipitation rate differences between SiB2 and the control and between the control and
the observations of Legates and Willmott (1990b) for January and July. The contour interval is 2 mm day ™.

Figure 6 shows the solar radiation absorbed by the lar radiation absorbed by the surface between the ex-
surface for experiment, control, and the difference. periment and control (not shown) reveals that the dif-
There is a large increase in absorbed solar radiation in ferences seen in Fig. 6 are almost entirely due to cloud
the experiment, relative to the control. The increase is effects. Figure 6 also shows that the net surface long-
on the order of 50 W m~2 or more in many places over wave radiation (positive upward) has increased sub-
the continents. The increase occurs in the Tropics stantially virtually everywhere over the continents, in-
throughout the year and over the Northern Hemisphere dicating that SiB2 leads to more longwave cooling of
continents in summer. Comparison of the clear-sky so- the surface. The increase is most dramatic over the de-
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FIG. 11. Maps of the difference in the simulated excess of precipitation over evaporation between SiB2 and the control for
January and July. Positive values are hatched. The contour interval is 1 mm day™".
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FiG. 12. Zonally averaged precipitable water (the vertically integrated water vapor content) for the SiB2 simulation
and the control for January and July. Zonal means for land only are plotted separately.

serts, and it is consistent with the surface warming
(more upwelling longwave) and low-level drying (less
downwelling longwave) discussed earlier. Finally, Fig.
6 shows that the cloudiness has decreased over most of
the continents, both in summer and in winter. This de-
crease in cloudiness is consistent with the drier, warmer
air near the surface, as discussed above. The correla-
tions between the changes in cloudiness and the
changes in the surface shortwave and longwave radia-
tion are quite obvious.

Figure 7 shows the maps of the snow mass ex-
pressed as millimeters of liquid water equivalent on
the ground (or equivalently as kg m~2). SiB2 leads
to a general reduction in snow mass in January rel-
ative to the control. This is to be expected in view of
the ‘‘patchy snow’’ parameterization, included in
SiB2 but not in the control. Figure 8 shows a time
series of the globally averaged snow mass for both
runs (areas of permanent snow and ice in places like
Antarctica and Greenland are not included here). In
the control run, the snow mass increases relentlessly,
although the area covered by snow is not increasing
(not shown). SiB2 succeeds in melting almost all
snow during the northern summer, and there are no
significant trends. We are currently conducting a
more detailed analysis of the snow simulations ob-
tained with the model.

The net surface energy flux is defined as the sum of
the solar radiation, the longwave radiation, the sensible
heat flux, and the latent heat flux, with the signs chosen
in such a way that a positive value of the net surface
energy flux indicates a net energy flow downward into
the atmosphere—soil interface. In both runs, the
monthly mean net surface energy flux is very close to
zero almost everywhere over the continents, except
where snow is melting in July. Figure 9 shows that the
flux of energy out of the ocean over the warm waters

on the east coast of Asia is greatly reduced in the SiB~

run. This is consistent with the warming of the air over
Siberia, relative to the control, because it is the flow of
cold air off the continents that forces energy up out of
the warm western boundary currents in winter. Notice,
however, that the flux of energy out of the ocean ac-
tually increases over the Gulf Stream. This is due to an
increased latent heat flux in that region, as shown in
Fig. 5. The reason is discussed later.

As shown in Fig. 10, the precipitation rate generally
decreases over land in the SiB2 run relative to the con-
trol. This would be expected in view of the decreased
evapotranspiration. The precipitation rate shows a ten-
dency to increase in the monsoon regions, however,
especially the Amazon basin in January and equatorial
Africa and Southeast Asia in July. Figure 10 also shows
a comparison of the simulated precipitation of the con-
trol run with observations according to Legates and
Willmott (1990b). The agreement is generally im-
proved in the experiment, relative to the control, but a
glaring problem is the failure of the model to produce
a precipitation maximum on the west coast of India in
July. This problem occurs both with and without SiB2.
The model does produce a Somali jet and some other
aspects of the Asian summer monsoon, but the simu-
lated precipitation tends to remain to the south, over
the Indian Ocean, rather than moving on shore. We
have found that recent changes to the model’s cloud
and convection parameterizations, not used in the runs
presented here, lead to an improvement in the simulated
Indian precipitation rate. Further discussion will be
given elsewhere. The simulated precipitation rate is
generally larger than observed in both the control and
the experiment.

Figure 11 shows the effects of the introduction of
SiB2 on the simulated excess of precipitation over
evaporation, which in a time average is equal to the
moisture convergence (the GCM conserves moisture
to machine precision). For July especially, increases
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F1G. 13. Maps of the ground water as a percentage of field capacity
for experiment, control, and difference for January and July.

in the precipitation rate in the SiB run relative to
the control run are highly correlated with increases
in the lateral moisture convergence. This is also true
for the Amazon in January. Increased warmth of the
continents favors stronger monsoon circulations,
which import more moisture, leading to more precip-
itation,

Figure 12 shows the zonally averaged precipitable
water (the vertically integrated water vapor content).
It generally decreases over land, although it increases

in the monsoon region, especially in the Tropics. Recall
from Fig. 4, however, that the surface mixing ratio de-
creases over nearly all continental areas, including the
monsoon regions. This indicates that the increases in
precipitable water in the monsoon regions are due to
increases in the depth of the moist layer. We return to
this below.

In the control run, the field capacity is assumed to
be 15 cm of water, at all land points. The field capacity
in the experiment varies geographically, as shown in
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Fig. 1, and is much greater than 15 cm in many places.
It is not obvious how to compare the simulated soil
moisture between the two runs since the field capacities
are so different. We choose to show the changes in
ground water as a percent of field capacity, that is, the
“‘normalized ground wetness’’; this is presented in Fig.
13. The impact of SiB2 is that the normalized ground
wetness increases in the Amazon, eastern North Amer-
ica, and Southeast Asia and Australia throughout the
year. It decreases in eastern Europe, most of northern
Asia, and western North America throughout the year. In
southern Africa and western Europe, the normalized
ground wetness increases in July and decreases in January
relative to the control. Note, however, that the ‘‘moisture
availability function,”” which is defined as the ratio of the
actual evapotranspiration to the potential evapotranspi-
ration, is not necessarily similar between the SiB2 run
and the control. Because of this, it is not straightforward
to determine, for example, to what extent the change (be-
tween the two runs) in the humidity of the air over the
continents might be attributable to a change in the soil
moisture as a fraction of the soil’s holding capacity. It is
not even clear that a simple relationship of any kind
should exist between these two fields.

Figure 14 shows the time series of the globally av-
eraged soil moisture in the second and third layers of
soil in the SiB2 run, that is, the root zone and the deep
moisture store, as well as the soil moisture in the bucket
of the control run. The SiB2 results show weak drying
trends that are gradually leveling off by the end of ten
simulated years. The control run is steady (apart from
the obvious seasonal cycle).

Figure 15 shows how SiB2 has affected the maxi-
mum PBL depth attained in a daily cycle, as averaged
over many daily cycles. Over the oceans this average
diurnal maximum is not systematically different from
the simple average of the PBL depth over the entire
record. With SiB2, the diurnal maximum PBL depth
tends to increase in the monsoon regions and deserts,
as does the average PBL turbulence kinetic energy (not
shown). The maximum PBL depth also increases over
Siberia in January, consistent with the warmer surface.
Generally, the PBL depth increases in response to SiB2
in those places SiB2 has caused the surface sensible
heat flux to increase. The daily maximum PBL depth
shows a tendency to decrease, however, in some coastal
regions, for example, the Caribbean in July and off the
west coast of North Africa.

As shown in Fig. 16, the vertically averaged PBL wind
speed also increases in many places, consistent with the
greater depth of the frictional layer. Interestingly, the av-
erage PBL wind speed increases in the North Atlantic in
winter, indicating stronger surface pressure gradients in
that region, as will be discussed later. The increased PBL
wind speed over the North Atlantic is consistent with the
increased latent heat flux in that region, which has already
been mentioned (see Fig. 5).
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FIG. 14. Time series of the globally averaged soil moisture for
layers 2 and 3 of the SiB2 run, and also for the control (units are mm
of water, which is equivalent to kg m™2).

Figure 17 shows the effects of SiB2 on the simulated
sea level pressure, as well as a comparison of the con-
trol sea level pressure results with ECMWF observa-
tions. The sea level pressure has decreased in most
places over land, and so of course mass conservation
dictates that there be a corresponding tendency for the
sea level pressure to increase over the oceans. The de-
crease over land is to be expected in view of the surface
warming discussed earlier. The strongest decreases oc-
cur over Siberia in winter, where the surface tempera-
ture has increased tremendously as already discussed.
This leads to a substantial weakening and northward
shift of the Siberian high, which is a change for the
worse. The decreased sea level pressure is also quite
noticeable over southern Asia in July. This would be
expected to enhance the monsoon circulation in South-
east Asia. As already noted, the precipitation rate in-
creases in Southeast Asia in July. The sea level pressure
decreases over the North Atlantic in January. This cor-
responds to a deepening of the Icelandic low. The im-
plied stronger PBL winds can be seen in Fig. 16 and
are responsible for the increased latent heat flux over
the North Atlantic in January, as seen in Fig. 11. The
precipitation rate has also increased somewhat in the
North Atlantic in January (Fig. 10).

Figure 18 shows the corresponding results for the
height of the 200-mb surface. There is a general ten-
dency for the heights to increase, especially over land,
which is hydrostatically consistent with the general
warming already noted. Note, however, that the 200-
mb heights decrease slightly in the high latitudes of
the Northern Hemisphere in January. This decrease is
actually most pronounced over the North Atlantic and
Eastern North America (not shown). Recall from Fig.
17 that the sea level pressure decreases in the same
part of the world. Apparently SiB2 has led to an in-
crease in storminess in the North Atlantic. The reasons
for this are not obvious and are undergoing further
study.
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FiG. 15. Maps of the difference between the SiB2 run and the control for the maximum PBL depth attained in a daily cycle
averaged over many daily cycles for January and July. The contour interval is 10 mb.

Figure 19 gives latitude—height plots of the effects
of SiB2 on the zonally averaged temperature, as well
as a comparison of the control run with observations.
The figure makes it clear that the warming effects of
SiB2 are quite widespread but are mainly confined to
the lower troposphere in the Northern Hemisphere in
July. In particular, the strong winter Siberian warming
of the SiB2 run relative to the control is confined to a
shallow layer near the earth’s surface. We have ex-
amined the changes in the zonally averaged water va-
por mixing ratio as a function of latitude and height
and find that SiB2 has little effect on this field. Figure
20 shows latitude—height plots of the effects of SiB2
on the zonally averaged zonal wind, and also a com-
parison of the control run with observations. SiB2 tends
to make the tropical zonal winds more easterly or less
westerly. This is an improvement. SiB2 also increases
the westerlies near 70°N in winter. We have looked for
systematic changes in the simulated mean meridional
circulation, in response to the introduction of SiB2, and
have found nothing worth commenting on.

¢. Simulation of the carbon budget of the land
surface by SiB2

Figure 21 shows the simulated carbon assimilation
rate for January, July, and the annual mean, as calcu-
lated by the methods described in Part I. The annual
mean assimilation rate of 2.03 g m™% s ! at land points
gives a global total assimilation of 114 X 10" g C yr !
(114 Gt C yr™!). The annual sum of net assimilation
calculated by SiB reflects total leaf photosynthesis mi-
nus leaf respiration only; no representation is made of
respiration in roots or stems. This quantity is impossi-
ble to measure at large spatial scales, so the realism of
the estimate is unknown. A more commonly used mea-
sure of carbon fixation is the net primary production
(NPP), which is defined as gross photosynthesis minus
plant respiration, but this quantity is not calculated in

SiB2. A common ‘‘rule of thumb’’ used by ecologists
(e.g., Bolin et al. 1979) states that NPP is about one-
half of gross photosynthesis. Recent estimates of global
NPP by Melillo et al. (1993) and Potter et al. (1993)
of 53.1 Gt C yr~" and 48 Gt C yr™', respectively, are
nearly one-half of the net assimilation estimated by
SiB2, so the SiB2 estimate appears to be quite reason-
able. The geographic distribution of the annual total net
assimilation in the lower panel of Fig. 21 is very similar
to that produced by the models of Melillo et al. (1993)
and Potter et al. (1993).

Although much of the annual net assimilation occurs
in the Tropics, the northern temperate and boreal zones
are regions of strong net assimilation during the grow-
ing season, as expected. The seasonal changes in car-
bon uptake are quite dramatic, with the northern tem-
perate and tropical regions almost 180° out of phase.
In temperature and boreal regions, the assimilation rate
is near zero in January but increases to between 4 and
9 ¢ m™2 day ™' in July. In the tropical rainforests, the
monthly mean net assimilation is as high as 13
g m~? day ! in January but drops to much lower values
in July as the seasonal rains move north.

On an annual basis, the assimilation of carbon by
photosynthesis in nature is largely balanced by soil mi-
crobial respiration that releases CO, to the atmosphere,
but seasonal changes in plant photosynthesis and soil
respiration are largely responsible for the seasonal os-
cillations observed in atmospheric CO, concentration
(Keeling et al. 1989; Tans et al. 1990). We have used
the results shown in Fig. 21 to perform an evaluation
of the surface carbon budget as simulated by the model.
The surface flux of CO, is equal to the net ecosystem
production (NEP) and is calculated as

NEP =R —A,, (1)

where R is the release of CO, from soils due to respi-
ration (including respiration by both plant roots and
soil microbes) and A, is the net assimilation due to
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FiG. 16. Maps of the vertically averaged PBL wind speed for the SiB2 run, the control,
and their difference for January and July. The contour interval is 2 m s™".

photosynthesis. It is A, that is shown in Fig. 21. Inorder ~ Raich et al. (1991) in the Terrestrial Ecosystem Model.
to evaluate the surface carbon budget, we need to de- The soil respiration diagnostic, R*, is defined as
termine the respiration rate. SiB2 does not include a

parameterization of soil respiration, although one is un- R* =2.0%f(M), (2)
der development. In the present study, we use a simple

diagnostic method to determine the soil respiration rate where
after the model run has been completed. f(M) =02+ w5,
The relative intensity of soil respiration, denoted by . o \2
R*, is diagnosed from soil moisture and soil temperature B = (w_—-__w(,_p,> (3)
at each model time step following the method used by win — 100
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FiG. 17. Maps of the difference between the SiB2 run and the control and between the control and ECMWF observations
for the simulated sea level pressure for January and July. The contour interval is 2 mb.

The temperature response function uses the same Q,
= (T — 298)/10 as is used elsewhere in SiB2 (see Part
I). The temperature used to define Q, in (2) is the
warmer of the surface soil temperature and the deep
soil temperature. The variable w in (3) is the fraction
of the pore space occupied by water in the root zone
(midlayer) of the soil. The parameters W, Wop, and
zZ,, are prescribed according to soil texture using values
suggested by Raich et al. (1991). Soil respiration is a
maximum for some value w,, of soil moisture, and
respiration is less efficient under very dry or very wet
conditions.

A dimensionless monthly mean soil respiration rate
is defined as

R*(1)
S R*(t)At’

lyear

1) = (4)

where the overbar indicates the monthly mean. The flux
of CO, from the soil due to respiration is computed
from this dimensionless rate by assuming a local steady
state for carbon storage in terrestrial ecosystems on an
annual basis, that is, that the annual sum of respiration
loss is equal to the annual net carbon assimilation
(ANA) defined as

ANA = ¥ A,(1)At,

lyear

()

where A, (¢) is the monthly mean net assimilation. The
flux of CO, from the ecosystem due to respiration is
calculated from 7(¢) according to

R(t) = 7(t) X ANA, (6)

so that the net annual flux of CO, from every grid point
is zero.

Figure 22 compares the seasonal patterns of the
zonal sum of NEP, as represented by SiB2 and as cal-
culated from the data of Fung et al. (1987), which pro-
duced good agreement with observed CO, concentra-
tions when coupled with a tracer transport model. Like
the SiB2 estimates, the Fung et al. (1987) fluxes inte-
grate to zero at every grid point on an annual basis. The
contoured values represent the total flux of carbon into
the atmosphere from each 4° latitude band in the model
at a given time. The overall structure of the annual cy-
cles is quite similar between the two estimates, with
strongly seasonal fluxes in the northern midlatitudes
due to the seasonal growth and decay of vegetation
there. In the Tropics, the annual cycle is driven by the
seasonal migration of tropical precipitation over land,
with net uptake in the rainy season and net release of
CO, in the dry season.

Net release of CO, from temperate and boreal eco-
systems in the Fung et al. (1987) fluxes is confined
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to the spring and fall seasons but extends throughout
the winter as simulated by SiB2. This is due to the
fact that the earlier estimates used climatological sur-
face air temperature to drive the respiration calcula-
tion, whereas SiB2 uses the simulated soil tempera-
ture, which is much warmer in winter. This effect
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Fic. 18. The simulated zonally averaged 200-mb height for January and July for the SiB2 run and the control.

leads to a smaller amplitude of the annual cycle of
NEP in this region as simulated by SiB2. The sea-
sonal uptake during the temperate growing season
also begins about one month earlier in SiB2 than in
the earlier estimates and is well established by the
end of May. This is a time when the observed CO,
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Fi1G. 19. Latitude—height plot of the simulated zonally averaged temperature for the difference between the SiB2 run
and the control and the difference between the control and ECMWF observations. The contour interval is 2 K.
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should not be taken too

“BOREAS”’
since the model grid cells studied here

Amazon’’ basin grid cell in January, a “‘FIFE”’
and

grid cell in central North America for July, and a ‘‘BO-
grid cell in northern North America in July. (The

[3 ‘FIFE, b
literally, of course,

represent hundreds of thousands of square kilometers
each.) The results presented in Fig. 23 are based on com-

corresponding months have been chosen for discussion

REAS”’

the Tropics as simulated by SiB2 than as estimated by names
Fung et al. (1987). Much of the difference between the
tropical fluxes calculated by the two methods occurs in

Africa

here: an

although this cannot be seen in Fig. 22 due to

>

(Keeling et al. 1989), so the SiB2 estimate may be
The seasonal amplitude of NEP is much stronger in

concentrations in this region are declining rapidly
more realistic in this respect.

of the particular month over the ten annual cycles of our
run. Each curve plotted as a function of local time there-
fore represents an average or composite over 310 reali-
zations. For each site, the variables shown are the solar
radiation absorbed by the surface, the net surface energy
flux, the sensible heat flux, the latent heat flux, the total
precipitation rate, thie surface air temperature, the PBL
depth, the aerodynamic resistance, the net assimilation

e due to the different parameterization of assim-

strong in the tropical and subtropical grasslands (biome
ilation in C, ecosystems (Collatz et al. 1992; also see

the zonal averaging. The differences are especially posite diurnal cycles, as averaged over the ten realizations
6), which are occupied by C, plants. The difference

of CO, in that region, so whether or not this result is

Part 1), although there are virtually no measurements
realistic is unknown.

may bx

rate, and the stomatal conductance. These hourly results

d. Diurnal behavior at selected points

are saved for a few dozen grid points; the volume of data
involved is too large to allow such detail to be saved

globally.

Among the three grid cells and months considered

an earlier version of the same GCM. Three grid cells and here, the largest values of the absorbed solar radiation

We now present some examples of representative di-

urnal cycles produced by the model; see Randall et al.
(1991) for a discussion of the diurnal cycle simulated by
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FIG. 21. Maps of the carbon assimilation rate obtained in the SiB2 run for January, July, and the annual mean.
The units are g-carbon m ™2 day ~".

and net surface energy flux occur in the FIFE region in
July. Note that the points with the largest sensible heat
flux are those with the lowest latent heat flux, and vice
versa. The most positive values of the net surface en-
ergy flux occur near noon, before the maximum of solar
radiation. The most negative values of the net surface

energy flux occur during the early evening. The daily
mean of the net surface energy flux is close to zero in
each case.

The precipitation rate is strongly diurnal, with a late
afternoon—evening maximum at each site, especially
in the Amazon. Only the Amazon has significant noc-
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Fic. 22. The seasonal patterns of the zonally averaged uptake and
release of CO, by the terrestrial biosphere as represented by SiB and
an earlier estimate (Fung et al. 1987). The contour interval is 25 X 10°
kg C mo™' per 4° latitude bin. Values larger than 50 are shaded, and
those less than —50 are hatched.

turnal precipitation. There is a weak afternoon mini-
mum of the precipitation rate at all three sites; the sig-
nificance of this is unknown, but it may be related to
an afternoon minimum of the stomatal conductance,
discussed below.

The surface air temperature is of course also strongly
diurnal, with the highest maximum at the FIFE site,
reaching about 308 K near 1400 local time. The Am-
azon cools relatively little at night due to high humid-
ities and nocturnal cloudiness.

The PBL depth undergoes strong and very orderly di-
urnal progression, reaching its highest afternoon maxi-
mum at the BOREAS site and its lowest afternoon max-
imum at the Amazon site. In the Amazon, afternoon cu-
mulus convection drains mass from the PBL and so limits
its depth. The diurnal range of the PBL depth is smallest
in the Amazon. At all three sites, the aerodynamic resis-
tance reaches its largest values around sunset and has a
fairly flat minimum during the day.

The net assimilation rate is by far the largest in the
Amazon. At the FIFE site it shows an afternoon mini-
mum. This is associated with an afternoon minimum of
the stomatal conductance caused by afternoon temper-
ature stress. Somewhat similar behavior can be seen at
the Amazon and BOREAS grid cells. The small neg-
ative nocturnal assimilation rates represent leaf respi-
ration.
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5. Summary and conclusions

We have successfully tested SiB2 in the Colorado
State University General Circulation Model. We now
consider SiB2 to be an operational, ‘‘standard’’ com-
ponent of the model, rather than an experimental ap-
pendage.

Successes of SiB2 include a realistic simulation of
the rate of carbon assimilation by land—surface vege-
tation, a more realistic simulation of the surface air tem-
perature, and an improved simulation of the hydrologic
cycle. Some of these changes, for example, the warmer,
drier boundary layer in the Tropics and summer mid-
latitudes, with more surface sensible heat flux and less
evapotranspiration, arise from the biophysical param-
eterization of evapotranspiration in terms of stomatal
closure as linked to photosynthesis (see Part I). Other
changes in the model results arise from more straight-
forward changes in the model, for example, the warm-
ing in the Siberian winter, which is primarily due to the
increase in the heat capacity of the soil.

The new version of the model predicts the spa-
tially and temporally varying rate of carbon fixation
by photosynthesis. This is perhaps the most impor-
tant change in the model. It represents a ‘‘hook™
that can be used to couple the atmospheric model
with the terrestrial component of the carbon cycle.
We are actively pursuing this option at the present
time.

At present, SiB2 coupled with the GCM can be used
to explore the effects of interannual and intra-annual
vegetation changes on regional climate and carbon
fluxes; this can be done for real cases over the period
1982-1990, for which we have NDVI data. More in-
terestingly, as the photosynthesis—conductance model
in SiB2 is directly responsive to changes in CO,, the
model can also be used to explore the continental-scale
physiological response to increasing atmospheric CO,
concentrations, which can be expected to lead to re-
duced evapotranspiration rates.

Denning and Randall (1993) have added prognostic
carbon dioxide to the GCM, with prescribed distribu-
tions of surface sources and sinks, and has demon-
strated that the model can reproduce the observed sea-
sonal cycle of the spatial distribution of CO,.

When we began this work, the primary goal was to
improve the simulations of surface temperature and hu-
midity and the fluxes of sensible and latent heat. Our
perspective has evolved. We now see simulation of the
terrestrial component of the carbon cycle as the most
important element of SiB. We plan to develop this el-
ement further in the near future.

Future plans include:

* tests of SiB2 in other GCMs, and perhaps also in
mesoscale models;

e sensitivity studies designed to take advantage of
SiB’s coupling of the hydrologic cycle with photosyn-
thesis;
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¢ tests in which the one-dimensional version of
SiB2 is driven with ECMWF analyses, rather than by
the GCM;

¢ “boundary anomaly’’ experiments in which the
GCM is driven with observed NDVI anomalies for real
years to investigate the extent to which observed inter-
annual weather anomalies can be reproduced;

¢ extension of SiB to include respiration from litter
and soil, thus allowing a more complete simulation of
the terrestrial component of the carbon cycle;

¢ incorporation of improved models of the soil and
of the snow;

¢ development of an improved parameterization of
boundary-layer turbulence, as it effects the surface
fluxes, the entrainment rate, and the vertical distribu-
tion of the mean potential temperature, water vapor
mixing ratio, and wind components through the depth
of the PBL;

¢ extending SiB to include prognostic biomass.

These challenging projects will require several years to
complete, but the present study represents a first step
toward achieving that goal.
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